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HANDS-ON MACHINE LEARNING AND DEEP LEARNING WITH TENSOR FLOW FOR 

ENGINEERING INNOVATION 

PARTICIPANTS LIST 

S.No HTS Number Name of the Faculty Department 

1 1821 Dr.SATHISH KUMAR S  AI & DS 

2 1863 Dr. SARAVANAN.S IT 

3 1602 ELAVARASI.J AI & DS 

4 1725 TAMILSELVI.B AI & DS 

5 1603 GOWTHAMI.K AI & DS 

6 1616 RAMYA M IT 

7 1527 M.J.T.VASANTHA PRIYA AI & DS 

8 1488 VEERASUNDARI. R AI & DS 

9 1850 JENO JASMINE.J  CSE(AIML) 

10 1655 GEETHA.L AI & DS 

11 1829 FARZHANA.I CSE 

12 1791 UMANATH R K AI & DS 

13 1705 SANTHI K CSE 

14 1661 J MARY HANNA PRIYADHARSHINI  CSE(AIML) 

15 1797 LAKSHMI PRIYA M  CSE(AIML) 

16 1775 HARINI P AI & DS 

17 1664 PRIYA R V  AI & DS 

18 1866 DURAI VASANTH R CSE 

19 1787 SHARMILA BANU N CSE(AIML) 

20 1814 SANTHOSH KUMAR J CSE 

21 1753 SUGATHI.G IT 



22 1594 SOUNDHARYA.K CSE 

23 1836 GOWRI SUBADRA.K IT 

24 1741 SUMATHI B IT 

25 1830 SATHIYA PRIYA S IT 

26 1849 NANDHINI S N  IT 

27 1855 JENO KALAISELVI  IT 

28 1824 BHARATHI B IT 

29 1731 KEERTHANA.R IT 

30 1600 LAVANYA R IT 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

6-Day Agenda: HANDS-ON MACHINE LEARNING AND DEEP LEARNING WITH 

TENSOR FLOW FOR ENGINEERING INNOVATION 

Day 1: Introduction & Foundations 

Session 1: Inauguration & Orientation 

* FDP objectives and outcomes 

* Overview of AI, ML, and Deep Learning 

* Why TensorFlow? Industry relevance and applications 

* TensorFlow ecosystem (TF, Keras, TF Lite, TFX) 

Session 2: ML & DL Fundamentals (Refresher) 

* Supervised and unsupervised learning 

* Train–validation–test split 

* Neural networks: neurons, layers, activation functions 

* Loss functions and optimizers 

Hands-on: 

* Python environment setup 

* Introduction to Google Colab 

Day 2: TensorFlow Basics & Core APIs 

Session 1: Getting Started with TensorFlow 

* TensorFlow installation (CPU/GPU) 

* TensorFlow architecture 

* Tensors and tensor operations 

* Eager execution vs computational graphs 

Session 2: Core TensorFlow APIs 

* `tf.constant`, `tf.Variable` 

* Automatic differentiation with `tf.GradientTape` 



* Understanding gradients and optimization 

Hands-on: 

* Tensor operations and gradient computation 

Day 3: Keras & First Deep Learning Model 

Session 1: Keras High-Level API 

* Keras overview and advantages 

* Sequential vs Functional API 

* Model building, compilation, and training 

Session 2: Instructor-Led Demo 

* Handwritten digit recognition using MNIST 

* Callbacks: Early stopping and checkpoints 

Hands-on Lab 1: 

* Build, train, and evaluate a neural network 

* Save and load models (SavedModel format) 

Day 4: Computer Vision with CNNs 

Session 1: Convolutional Neural Networks 

* CNN intuition and architecture 

* Conv2D, MaxPooling, Flatten, Dense layers 

* Overfitting and regularization techniques 

Session 2: CNN Demo 

* CIFAR-10 image classification walkthrough 

Hands-on Lab 2: 

* Image preprocessing and augmentation 

* Build and evaluate a CNN model 

 

 



Day 5: NLP & MLOps Orientation 

Session 1: NLP with TensorFlow 

* Text preprocessing and tokenization 

* Sequence models: RNN, LSTM, GRU 

* Sentiment analysis demo 

Session 2: TensorFlow Extended (TFX) & MLOps 

* Introduction to MLOps 

* TFX pipeline components 

* Reproducibility and versioning 

Hands-on: 

* Text classification mini exercise. 

Day 6: Deployment, Teaching Practices & Capstone 

Session 1: Model Deployment 

* Model formats (SavedModel, H5) 

* TensorFlow Serving overview 

* Cloud deployment overview (AWS/GCP) 

* TensorFlow Lite and on-device ML 

Hands-on Lab 3: 

* Convert a model to TensorFlow Lite 

* Run inference in a lightweight environment 

Session 2: Teaching & Assessment Strategies 

* Best practices for teaching TensorFlow 

* Designing labs, assignments, and projects 

* Capstone project ideas 

Valedictory Session 
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Eneeyan N is a highly motivated Data Analytics and Data Science professional with 

over 6 years of experience spanning analytics consulting, business intelligence, data 

science, and large-scale corporate training. He has a strong track record of transforming 

complex data into actionable insights using tools such as Power BI, Tableau, SQL, 

Python, MongoDB, and Talend, enabling data-driven decision-making and business 

growth. With a passion for teaching and mentoring, he has successfully trained 

thousands of professionals and students across corporate and academic environments. 

Professional Experience 

Currently, Eneeyan works as a Consultant – Data Analytics & Business Intelligence at 

Verizon, where he leads sales dashboard operations for the Americas region, supports 

revenue growth initiatives, and collaborates with cross-functional teams to align 

analytics with strategic goals. 

Previously, as a Senior Data Analyst at Freshworks, he managed sales operations analytics 

for key North American clients, conducted forecasting calls, built real-time Power BI 

dashboards, and delivered actionable insights to optimize sales performance while 

ensuring high data accuracy. 

At LatentView Analytics, he worked as a Data Analyst (Data Science), developing machine 

learning models for sales forecasting and customer segmentation, along with designing 

dashboards and ETL workflows. Earlier, at Great Learning, he served as a Business 

Analyst, where he automated placement analytics, designed OLTP databases, created 

data marts, and built dashboards to improve institutional performance metrics. 

Training & Mentoring 

 



Eneeyan has delivered extensive corporate training programs on Power BI, Tableau, SQL, 

Python, MongoDB, Excel, and Talend for reputed organizations including Uber, TVS 

Credit, EY, LatentView Analytics, Onward Technology, ACV Auctions, and Ola. His 

training focuses on practical, industry-oriented analytics workflows, ETL integration, 

and scalable data solutions, helping organizations improve efficiency and decision-

making. 

Academic Projects & Technical Expertise 

His academic and applied projects include consumer review classification using machine 

learning, wine quality analysis with PCA and clustering, time-series-based sales 

forecasting, inventory management dashboards, and comprehensive OLTP/OLAP 

database design. His core expertise spans data analytics, business intelligence, machine 

learning, ETL, database design, forecasting, and KPI-driven dashboards. 

Education & Certifications 

Eneeyan is currently pursuing an MBA in Business Analytics from Anna University and 

holds a B.Tech in Information Technology from St. Joseph’s College of Engineering. He 

has earned multiple certifications in SQL, Power BI, NLP with Python, AWS, Big Data, 

and English proficiency. 

Key Achievements 

Trained 6,000+ students and professionals in analytics and data science 

Mentored corporate teams to optimize data workflows and analytics adoption 

Led high-impact sales analytics initiatives at Freshworks and Verizon 

 

 

 



HANDS-ON MACHINE LEARNING AND DEEP LEARNING WITH TENSOR 
FLOW FOR ENGINEERING INNOVATION 

 
DETAILED REPORT 

Introduction: 

Artificial Intelligence (AI) and Machine Learning (ML) have transitioned from niche 

research topics into core technologies driving innovation across industries such as 

healthcare, finance, manufacturing, education, and entertainment. Among the various 

frameworks enabling AI and ML development, **TensorFlow** has emerged as one of 

the most powerful, scalable, and widely adopted platforms. This report presents a 

detailed 20-page expansion of the *Faculty Development Programme (FDP) on 

TensorFlow*, designed to equip faculty members with both conceptual understanding 

and practical skills required to teach and apply modern AI/ML techniques. 

The FDP emphasizes a balanced approach combining theoretical foundations, instructor-

led demonstrations, hands-on laboratories, and industry-oriented best practices. It aims 

not only to build technical proficiency but also to empower educators to confidently 

integrate TensorFlow into undergraduate and postgraduate curricula. 

Rationale for TensorFlow: 

TensorFlow is an open-source end-to-end machine learning platform developed by 

Google. Its popularity stems from its flexibility, scalability, and comprehensive 

ecosystem. TensorFlow supports the entire ML lifecycle, including data ingestion, model 

building, training, evaluation, deployment, and monitoring. 

Key reasons for choosing TensorFlow include: 

* Strong industry adoption and community support 

* Seamless integration with Python and other languages 

* Support for deep learning, traditional ML, and Generative AI pipelines 

* Deployment across cloud, edge, and mobile devices. 

 



TensorFlow Ecosystem Overview: 

The TensorFlow ecosystem consists of several complementary tools: 

TensorFlow Core: Low-level APIs for numerical computation and automatic 

differentiation 

Keras: High-level API for rapid model development 

TensorFlow Lite (TF Lite): Lightweight models for mobile and embedded devices 

TensorFlow Serving: Production-grade model serving system 

TensorFlow Extended (TFX): End-to-end MLOps platform 

Understanding this ecosystem allows faculty to present a holistic view of ML systems 

rather than isolated model-building exercises. 

Programme Structure and Learning Outcomes: 

The FDP is structured to move from fundamentals to advanced applications: 

1. Conceptual refreshers 

2. Guided demonstrations 

3. Hands-on labs 

4. Deployment and MLOps orientation 

5. Teaching strategies and assessment design 

By the end of the programme, participants are expected to: 

* Build and train ML/DL models using TensorFlow 

* Explain TensorFlow concepts effectively to students 

* Design practical assignments and capstone projects 

* Demonstrate basic deployment workflows 

 

 



 Machine Learning Foundations: 

A refresher on ML fundamentals ensures a common baseline among faculty. Topics 

include: 

* Supervised vs unsupervised learning 

* Classification, regression, and clustering 

* Data splitting strategies (training, validation, testing) 

* Bias–variance trade-off 

These concepts are mapped directly to TensorFlow abstractions to help participants 

understand how theory translates into code. 

 Deep Learning Fundamentals: 

Deep learning builds upon ML by using multi-layer neural networks. This section covers: 

* Artificial neurons and perceptrons 

* Activation functions (ReLU, Sigmoid, Softmax) 

* Loss functions and optimization algorithms 

* Backpropagation and gradient descent 

TensorFlow’s automatic differentiation engine simplifies these processes, allowing 

educators to focus on conceptual clarity. 

TensorFlow Architecture: 

TensorFlow operates on tensors—multi-dimensional arrays optimized for numerical 

computation. Key architectural concepts include: 

* Tensors and tensor operations 

* Computational graphs 

* Eager execution vs graph execution 

Understanding these principles enables faculty to explain performance optimization and 

debugging techniques. 



Core TensorFlow APIs: 

Participants are introduced to essential APIs such as: 

* `tf.constant` and `tf.Variable` 

* Mathematical operations on tensors 

* Gradient computation using `tf.GradientTape` 

These low-level tools provide insight into how higher-level APIs function internally. 

Keras – High-Level API: 

Keras serves as the recommended interface for most TensorFlow users. It simplifies 

model development through: 

* Sequential and Functional APIs 

* Built-in layers and losses 

* Easy model compilation and training 

Faculty members learn how Keras accelerates experimentation while maintaining 

flexibility. 

 

 

 

 

 

 

 

 

 

 



PARTICIPANT ATTENDANCE DETAILS 
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EXPENSE STATEMENT 

S.NO ITEM DESCRIPTION DATE BILL NO AMOUNT (Rs) 

1 Banner  29.11.25 19407 250 

 Total 250 
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